Crack propagation through disordered materials as a depinning transition: A critical test of the theory
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The dynamics of a planar crack propagating within a brittle disordered material is investigated numerically. The fracture front evolution is described as the depinning of an elastic line in a random field of toughness. The relevance of this approach is critically tested through the comparison of the roughness front properties, the statistics of avalanches and the local crack velocity distribution with experimental results. Our simulations capture the main features of the fracture front evolution as measured experimentally. However, some experimental observations like the velocity distribution are not consistent with the behavior of an elastic line close to the depinning transition. This discrepancy suggests the presence of another failure mechanism not included in our model of brittle failure.

I. INTRODUCTION

Understanding the failure properties of heterogeneous materials has driven a large research effort these last decades. The motivation is twofold: (i) First, describing the role of material microstructure on the behavior of cracks is a prerequisite to make reliable predictions on the resistance and lifetime of solids. In this respect, this research can find direct application for the design of materials with improved fracture performance [1–3]. Classical concepts of fracture mechanics that describe failure as the propagation of a crack through a homogeneous elastic media miss several aspects of the failure of materials, like e.g. the intermittent dynamics of cracks [4, 5] or the scale invariant roughening of fracture surfaces [6–8]. Predicting the overall toughness of a heterogeneous material remains also a challenge. Recently, many progresses were addressed by describing the onset of failure as a depinning transition [9–13]. Here, we thoroughly test this approach through a systematic comparison of the model prediction with experimental data. (ii) Second, crack propagation in disordered materials has been shown to exhibit puzzling scaling laws with universal features. As conjectured by Bouchaud et al. [6], this suggests that a unified theoretical framework based on critical transition theory may capture the failure properties of a large range of materials with disordered microstructures. It also suggests that fracturing materials could be used as a model system to investigate dynamic phase transition involved in a myriad of other phenomena like the wetting of liquids on heterogeneous substrates [14], the motion of magnetic domain walls [15] or the dynamics of a dislocation [16] that are dominated by the motion of an interface or a defect line. Proposed in the 90’s [17–19], this connection with this family of critical phenomena has recently made more quantitative, and various aspects of the intermittent dynamics of cracks [9, 20], their scale invariant roughness [21] but also their average dynamics [22, 23] could be explained by describing the onset of material failure as a depinning transition. In this theoretical framework, the crack front is described as an elastic line that can propagate through the random arrangement of heterogeneities when the external driving exceeds some critical threshold. The next step along this line of research is to establish a clear separation between properties reminiscent of a depinning transition and non-universal features specific to the loading conditions or the material investigated. The identification of the conditions under which criticality does emerge in fracture problems is also an open question.

Motivated by these challenges, we proceed here to a systematic comparison of the predictions of the depinning model with the experimental data available. The goal is to reveal to which extent depinning concepts are relevant to describe the behavior of cracks in disordered materials. We are interested to test the relevance of this approach to capture not only the scaling properties of cracks, but also some other aspects of their complex dynamics by including in the theory the effect of the loading conditions, the geometry of the specimen and the failure properties of the fracturing material. This test of the model will be performed through the comparison of the theory with characteristic features of the dynamics of interfacial cracks recently evidenced by Tallakstad et al. in a series of experiments [24]. We will show that the model proposed captures most but not all the statistical properties of the crack front. This discrepancy between theory and experiment will prove to be enlightening, as it will reveal physical ingredients not included in the original model that will be discussed in the final part of the paper.

The focus of our work will be mainly on the dynamics of planar cracks. In materials with a random microstructure, cracks under slow external driving display a jerky dynamics with sudden jumps spanning over a broad range of length scales. Such a complex motion, also referred to as crackling noise [25], is reminiscent
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of a dynamic phase transition and has been observed in various systems involving the motion of elastic interfaces in media with random impurities, defects or heterogeneities [26, 27]. These features have been investigated indirectly in experimental fracturing systems through the acoustic emission accompanying failure [22, 28, 29], even though a quantitative link between acoustic bursts and sudden crack motions is still missing. More recently, this intermittent dynamic could be studied in great details using a high speed and high resolution camera that can track a crack front propagating through a weak heterogeneous plane between two transparent Plexiglas plates [4, 30]. As a result, the statistics of the local front velocity could be characterized extensively as a function of the average crack speed [24], and in this work, we intend to compare these statistical features with the model predictions.

Contrary to previous studies that focused only on the scaling properties of cracks [9, 31], our approach is designed to also capture non-universal features by taking into account the finite distance to the critical point that corresponds to a vanishing crack speed, as in many practical situations, the front moves at slow, however finite speed. The evolution law for the crack used here is derived rigorously from continuum fracture mechanics [11, 32], so it takes into account the loading conditions and the geometry of the fracture test actually used in the experiments. Thus, we expect our approach to capture the value of the exponents involved in the scaling laws, but also more subtle features like the influence of the average crack growth velocity, the value of the thresholds and constants involved in the scaling laws, or the statistics of local crack growth velocity.

In Section II, we describe the model used in our study and the numerical approach for the resolution of the equation of motion of the crack. In part III, we present the predictions of our model and confront them with the experimental observations of Refs. [21, 24, 30]. The last section IV is a discussion of the success and limitations of the depinning theory for describing material failure and the possible improvements of the current model.

II. MODEL AND METHOD

A. Evolution equation of the crack front

The geometry of the fracture test investigated in this study is inspired by the experiment setup of Refs. [21, 24, 30] that is presented schematically in Fig. 1(a). An interfacial crack of length \( c(z, t) \) propagates between two elastic plates that are separated at a constant opening rate \( v_{\text{ext}} = d\delta/dt \). We assume here that all the characteristic length scales of the sample (crack length, plate thickness...) are much larger than both the perturbations along the crack front and the characteristic size of the heterogeneities. Another important assumption is that all the dissipative processes located near the crack tip (for example bond breaking, plasticity, microcracking) are confined in a zone much smaller than the typical heterogeneity size. Then, the problem of planar crack propagation within a 3D brittle solid can be reduced to a 2D problem where an interface, the crack front, is driven within a plane with heterogeneous fracture properties, as represented schematically in Fig. 1(b) [11, 18, 32, 33]. The equation of motion of the interface can be obtained in three steps [9, 11, 32]:

- The field of driving force along the crack front, \( i.e. \) the elastic energy release rate \( G(z, t) \), is written as a function of the front configuration \( c(z, t) \).
- The material disorder is described through a random field of fracture energy \( G_r(x, z) \) that is drawn from a statistical distribution.
- These two previous expressions are used into a kinetic law where the local crack speed increases linearly with the net driving force, \( \frac{\partial c}{\partial t} \sim G(z, t) - G_r(z, x = c(z, t)) \).

We now provide the detailed derivation of each of these steps before specializing the derived evolution equation to the fracture experiment investigated in Fig. 1(a).

1. Elastic energy release rate

Material heterogeneities distort the crack line, resulting in a heterogeneous distribution of driving force. To
calculate this distribution from the geometrical perturbations of the front, consider first a reference straight configuration \( c(z,t) = c_0 \) that corresponds to the homogeneous distribution of elastic energy release rate \( G(c_0, \delta) \) at the imposed displacement \( \delta \). While keeping \( \delta \) constant, then perturb the crack front within the average crack plane, assuming an infinitely large homogeneous elastic solid under tensile loading conditions. At first order in the front perturbation \( \delta c(z) = c(z,t) - c_0 \), the elastic energy release rate follows [32]

\[
G(z,t) = G(c_0, \delta) \frac{\partial G}{\partial c}\bigg|_{c_0,\delta} c(z,t) + G(c_0, \delta) \frac{\pi}{\delta} PV \int_{-\infty}^{+\infty} \frac{\delta c(z) - \delta c(z,t)}{(z-z)^2} dz
\]

where the Principal Value (PV) ensures the convergence of the integral. We now take care of the driving imposed to the crack in the experiment of Fig. 1(a). As the displacement \( \delta \) of the lower plate is increased, the driving \( G(c_0, \delta) \) increases too. As a result, the three terms on the right hand side of Eq. (1) must be updated. How-

\[\text{other terms depending on } \delta \text{ in Eq. (1) are replaced by } \partial G/\partial c|_{c_0,\delta_0} \text{ and } G(c_0, \delta_0).\]

For a stable fracture test geometry, i.e., when the external driving \( G(c_0, \delta) \) decreases with the crack length, \( \partial G/\partial c|_{c_0,\delta_0} \) is negative. Introducing the structural length \( \mathcal{L} = -\frac{G(c_0, \delta_0)}{\partial G/\partial c|_{c_0,\delta_0}} \) and the normalized variations of the driving force

\[
g(z,t) = \frac{G(z,t) - G(c_0, \delta_0)}{G(c_0, \delta_0)},
\]

Eq. (1) can be rewritten as

\[
g(z,t) = \frac{v_m t - \delta c(z,t)}{\mathcal{L}} + \frac{PV}{\pi} \int_{-\infty}^{+\infty} \frac{\delta c(z) - \delta c(z,t)}{(z-z)^2} dz.
\]

We have introduced here the velocity \( v_m = \frac{\partial G/\partial \delta|_{c_0,\delta_0}}{\partial G/\partial c|_{c_0,\delta_0}} v_{\text{ext}} \) imposed by the loading machine to the crack. For the fracture test of Fig. 1(a), the unperturbed driving force follows \( G(\delta, c) = \frac{E h^3}{3c^4} \delta^2 \) [34],

\[\text{where } E \text{ is the Young's modulus of the material and } h \text{ the lower plate's thickness. This leads to } \mathcal{L} = c_0/4 \text{ and } v_m = c_0/(2b_0) v_{\text{ext}}.\]

Equation (3) calls for a few comments. The constant opening rate imposed to the fracturing specimen considered in Fig. 1 turns out to be equivalent to pull on the crack line with an array of springs of effective stiffness \( 1/\mathcal{L} \) driven at the velocity \( v_m \). Thus, this amounts to consider that the crack line is trapped in a potential well moving at some constant velocity, as classically considered in disordered elastic interface problems [35, 36]. The non-local term in (3) describes the interactions along the front. This effective line elasticity will compete with the effect of the disorder, as it tends to straighten the crack front.

\[\text{2. Fracture energy}\]

We now turn to the description of the material fracture properties in our model. We start by reminding the experimental procedure followed for preparing the specimen shown in Fig. 1(a). Before sintering both Plexiglas plates together through a heat treatment, one of the surface is sandblasted so that the interface is heterogeneously consolidated. This introduces variations in the fracture properties that we describe through a spatially varying field of fracture energy \( G_c(x,y) \). We then assume that this field is characterized by a correlation length \( \xi \) that corresponds to the typical heterogeneity size possibly related to the bead diameter used for the sandblasting [21]. The strength of each heterogeneity is subsequently drawn in a Gaussian distribution of average value \( \langle G_c \rangle \) and standard deviation \( \delta G_c \), and introduce the normalized variations of the toughness field

\[
\frac{g_c(z,x) = G_c(z,x) - \langle G_c \rangle}{\langle G_c \rangle}.
\]

In the remainder of the study, we keep \( \sigma = \frac{\delta G_c}{\langle G_c \rangle} \), the relative fracture energy fluctuations, equal to one. This ensures that the front is within the so-called strong pinning regime and that its evolution gives rise to an intermittent dynamics that is the main focus of this work. With this parameter value, the Larkin length \( L_{\text{Larkin}} \propto \xi/\sigma^2 \) [13, 37, 38], that gives the extent of the smallest avalanches, is of the same order than the heterogeneity size \( \xi \) that is also the smallest physical length scale in our model. Note that an estimation of the experimental value \( \sigma^{\exp} \) is possible from the geometry of the crack line. Indeed, its height-height correlation function is expected to follow \( \delta x f(\delta z) \propto \sigma^2 \xi^{1-\zeta} \delta^\zeta \) [13], leading to \( \Delta_c f(\xi)/\xi \approx \sigma^2 \zeta \) where \( \xi^{\text{th}} \approx 0.39 \) is the roughness exponent (see Sec. III A). From the experimental data of Santucci et al. [21] who measured \( \zeta^{\exp} \approx 0.35 \), one obtains a smaller value \( \sigma^{\exp} \approx 1/2 \), however sufficiently close to unity to allow a proper comparison between simulations and experiments as both are in the strong pinning regime.
3. Kinetic crack growth law

To predict the evolution of the crack, its local speed is generally assumed to vary linearly with the local net driving force \( v \sim G - G_c \) \([9, 33, 39, 40]\). Here, we justify this linear kinetic law from Griffith’s equilibrium condition \( G = G_c(v) \) where the dependence of the fracture energy with the crack speed \( v \) is taken into account \([41, 42]\). Indeed, the linearization of the fracture energy \( G_c(v) = G_c(v_m) + dG_c/dv|_{v_m}(v - v_m) \) around the average crack speed gives

\[
\frac{v - v_m}{v_0} = \frac{G - G_c(v_m)}{G_c(v_m)} \tag{5}
\]

where the characteristic velocity \( v_0 = \frac{G_c(v_m)}{dG_c/dv|_{v_m}} \) follows from the fracture properties of the interface. This equation of motion has recently been shown to capture successfully the relaxation dynamics of a crack depinning from a single obstacle \([43]\). On a general manner, \( v_0 \) varies with the crack speed \( v_m \). Interestingly, a fit of the experimental data of Ref. \([44]\) with the law \( G_c \sim (1 + v/v_c)^7 \), gives a rather constant value \( v_0 \approx 140 \text{ mm.s}^{-1} \) over the investigated range of crack speeds \( 0.4 \text{ mm.s}^{-1} \leq v_m \leq 40 \text{ mm.s}^{-1} \) for the fitted parameters \( v_c \approx 5 \text{ mm.s}^{-1} \) and \( \gamma \approx 0.07 \).

4. Evolution equation

The derivation of an evolution equation for the crack is now in order, as it suffices to insert the expressions (3) and (4) of the elastic energy release rate and the fracture energy into the kinetic law of Eq. (5). Considering small enough crack perturbations \( \delta c \ll c_0 \), one can decouple the zero\(^{th}\) order equation \( G(c_0, \delta_0) = \langle G_c(v_m) \rangle \) from the first order one

\[
\frac{\partial \delta c/\partial t - v_m}{v_0} = g(z, t) - \eta_c(z, x = \delta c(z, t)).
\]

After normalization of this equation using the dimensionless quantities \( f(z, t) = \delta c(z, t)/L \), \( u = z/L \), \( w = x/L \) and \( \tau = v_0/L \times t + 1 \), one obtains

\[
\frac{\partial f}{\partial \tau} = \frac{v_m}{v_0} f - \frac{PV}{\pi} \int_{-\infty}^{\pm \infty} \frac{f(\tilde{u}) - f(u)}{(\tilde{u} - u)^2} d\tilde{u} - \eta_c(u, f). \tag{6}
\]

This expression reveals that three independent parameters only govern the crack front dynamics: the correlation length \( \xi/L \) of the random quenched noise \( \eta_c(u, w) = \eta_c(Lu, \xi) \), the disorder strength \( \sigma = \langle \sqrt{\eta_c(u, w)} \rangle_{\xi/u} \), and the driving parameter \( v_m/v_0 \).

This evolution equation provides a powerful tool to make predictions on the dynamics of crack fronts that will be subsequently compared with experiments. Let us note that a similar equation is involved in various physical situations where an interface is driven in a medium with random defects or impurities, and is known to give rise to the so-called depinning transition: under force controlled loading conditions, the front is pinned by the disorder and remains stable up to some critical value \( G_{c\text{ext}} \) of the applied driving force. As in classical critical transitions, the order parameter, the macroscopic velocity of the interface, is then expected to increase as a power law \( v_m \sim (G_{c\text{ext}} - G_{c\text{ext}}^\text{crit})^\theta \) of the distance to the critical point, i.e. the difference between the applied force \( G_{c\text{ext}} \) and the critical one \( G_{c\text{crit}}^\text{ext} \), with an exponent \( \theta \approx 0.625 \pm 0.005 \) \([45-49]\). In addition, power law distributed fluctuations are expected to emerge from the front behavior, involving length and time scales that diverge at the depinning threshold. In crack propagation problems, many of these features were evidenced in experiments and shown to compare qualitatively, and to some extent quantitatively, with the predictions derived using the concept of depinning transition \([50, 51]\).

However, in most experimental situations like the one represented in Fig. 1, fracture is achieved under displacement controlled conditions. The force applied to the interface may then fluctuate during propagation and can be inferred from the elongation of the effective springs that drive the interface using \( G_{c\text{ext}}(t) = \langle G_c(v_m) \rangle \left( 1 + \frac{v_m t - \langle \delta c(z, t) \rangle}{L} \right) \). It can be shown that as the driving velocity \( v_m \) goes to zero, the net applied force \( G_{c\text{ext}} \) tends toward its critical value \( G_{c\text{crit}}^\text{ext} \). In other words, under displacement controlled conditions, the driving velocity plays the role of the control parameter and defines the distance to the critical point. In the evolution equation (6), it is controlled by the driving parameter \( v_m/v_0 \). As studying different distances to the critical point is an efficient way to characterize the depinning transition, we will investigate various crack speeds following the experimental procedure of Tallakstad \textit{et al.} \([24]\). However, as the focus is on the local fluctuations in the crack evolution and not on the global avalanches, we could not evidence significant change in the crack behavior, similarly to the experimental observations \([24]\). To circumvent this difficulty, we will then use the concept of waiting time matrix introduced by Mälsy \textit{et al.} \([7]\) that, once thresholded at different time scales, reveals velocity fluctuations corresponding to different distances to the depinning threshold. In other words, we will show how scaling behaviors characterizing the evolution of the system towards criticality can be extracted from the system dynamics at some fixed and finite distance to the critical point.

The dimensionless stiffness \( \xi/L \) of the spring driving the crack line also controls the distance to the critical point. Barelès \textit{et al.} showed a transition from a continuum to a crackling like dynamics as this parameter is significantly decreased. Here, we choose a small parameter value \( \xi/L = 4\xi/c_0 = 10^{-3} \) of the same order than the experimental one that ensures a critical behavior of the crack line.

Since the evolution equation (6) is strongly nonlinear due to the presence of the front perturbation \( f \) as an argument of the disorder term \( \eta_c \), predicting analytically...
the detailed statistical properties of the crack dynamics remains a very challenging task (see for example Ref. [52] for a review of the appropriate analytical methods based on the Functional Renormalization Group (FRG) theory). In addition, analytical treatments provide only approximated solutions, strictly valid at the critical dimension $d_c$, where $d$ is the interface dimension with $d_c = 2$ and $d = 1$ for crack propagation problems. As a result, we choose to solve the evolution equation (6) numerically following the procedure described in the next section, and to compare our results with the FRG predictions and other numerical findings when possible.

B. Numerical resolution of the evolution equation

To predict the crack line dynamics, we focus on the dimensionless evolution equation (6) and follow the numerical procedure used by Bonanny et al. [9]. The crack front position is discretized over $N_z$ points with position $u_i = u_i/L = L_z/L \times i/N_z$ for $1 \leq i \leq N_z$ where $L_z = N_z \times \xi$ is the front length along the z-axis. As a result, at a given time $\tau$, the front configuration is described by the $N_z$ values $\{f_1(\tau), f_2(\tau), \ldots, f_{N_z}(\tau)\}$. We impose periodic boundary conditions along the z-axis, so that a front of $2N_z$ points with $f_{bc} = \{f_{N_z/2+1}, \ldots, f_{N_z}, f_1, \ldots, f_{N_z/2}\}$ is actually considered for the sake of the numerical calculation. Using this discretization, the evolution equation leads to $N_z$ linear equations:

$$f_i(\tau + \delta\tau) = f_i(\tau) + \delta\tau \times [G_i(f_1(\tau) \ldots f_{N_z}(\tau)) - \eta_k(u_i, f_i(\tau))]$$

with $1 \leq i \leq N_z$ where the unknown are the $f_{1 \leq i \leq N_z}$’s and the driving force is given by $G_i = \frac{v_m}{v_0} - f_i(\tau) + \frac{PV}{\pi} \int_{f_i(\tau) - \delta\tau}^{f_i(\tau) + \delta\tau} \frac{f_{bc}(u, \tau) - f_i(\tau)}{(u - u_i)^2} du$. This explicit scheme allows for the rapid calculation of the front position at time $\tau + \delta\tau$ from its position at time $\tau$, so that large systems of size $N_z = 5000$ could be investigated.

The disordered field $\eta_k(u_i, v_i)$ that describes the local resistance to failure is discretized on a square grid $(1 : N_z) \times (1 : N_z)$ where the elementary steps are of size $\xi/L$. The value of $\eta_k$ in each node is drawn from a Gaussian distribution with unit standard deviation and zero mean value. The value of the toughness at the actual location of the front $\{u_i, v_i = f(u_i, \tau)\}$ is extrapolated from the toughness value of the two neighboring nodes of same abscissa $u_i$. The physical discretization step along the front direction is kept equal to the heterogeneity size $\xi$. This choice is motivated by our interest in the properties of the front at scales larger than the disorder correlation length $\xi$. At smaller scales, the front dynamics might be governed by failure processes like, e.g., microcracking that are not taken into account in our model. The effect of such a damage percolation process on the crack dynamics has recently been studied through an alternative computational fracture model [53] and the comparison of their results with our predictions will be used in the discussion section to interpret the experimental observations.

The crack evolution is calculated incrementally by starting from a straight crack front at time $\tau = 0$ and then computing $f(\tau + \delta\tau)$ from the geometry $f(\tau)$ of the front at time $\tau$ using Eq. (7). We can then come back to the quantities of interest in physical units like the crack length $\delta c$ or the time $t$ by multiplication by the normalization constants $\xi$ and $L/v_0$. The front position is calculated over a large number of time steps, typically a million, that corresponds to a propagation distance $L_x = N_x \xi$ of about $N_x = 100 \xi$ heterogeneity sizes. This distance is several times larger than the one crossed by the crack during the experiments of Tallakstad et al. [24], as we want to ensure an accurate determination of the crack statistical features through a large sampling. However, the propagation distance $\delta c(z, \tau + \delta\tau) - \delta c(z, \tau) \ll \xi$ between each time step remains small for any position $z$, ensuring the convergence of our numerical scheme. For the post-analysis, only 10% of the computed profiles are kept. This corresponds to about $N_t \approx 10000$ crack positions that are separated by the time step $\Delta\tau$. $\Delta\tau$ is small enough to ensure that the front spent at least one time step on each pixel of the grid. This choice takes inspiration from the experimental procedure where the acquisition rate of the camera is set so that the waiting time matrix that counts the time spent by the front in every pixel does not contain any zeros. Finally, the transient regime where the front geometry keeps memory of the initial straight condition is systematically removed for the post-treatment. This zone extends over a few tenths of heterogeneity size in the propagation direction.

For each numerical simulation, we extract three quantities that will be used later for the statistical characterization of the front dynamics:

- The spatio-temporal evolution of the front is stored in the matrix $(f_i(\tau_j))_{1 \leq i \leq N_x, 1 \leq j \leq N_t}$.
- The local velocity of the crack front is stored in the matrix $(v_i(\tau_j)_{1 \leq i \leq N_x, 1 \leq j \leq N_t-1}$ where $v_i(\tau_j) = \frac{f_i(\tau_j + \Delta\tau) - f_i(\tau_j)}{\Delta\tau}$. The driving velocity sets the average front velocity $(v_{i,j}^{\text{front}})_{i,j} = v_m$.
- The time spent by the front in each pixel $(x_i, z_i)$ of the grid is stored in the so-called waiting time matrix $(w_{i,j})_{1 \leq i \leq N_x, 1 \leq j \leq N_t}$. This quantity has been introduced in Ref. [30] to characterize the avalanche dynamics of the crack front. From it, we define the velocity matrix $(v_{i,j})_{1 \leq i \leq N_x, 1 \leq j \leq N_t}$ where $v_{i,j} = 1/w_{i,j}$. This quantity is different from the front velocity $v_{i,j}^{\text{front}}$ introduced previously, even thought a relationship can be established between their probability density function [24].

Following the experimental procedure, we performed simulations at four different imposed velocities ranging in $5 \times 10^{-4} \leq v_m/v_0 \leq 2.5 \times 10^{-2}$. The relevant parameters
corresponding to each velocity are listed in Table I. This range corresponds about to the smallest crack speeds investigated by Tallakstad et al. [24], as the experimental range is $2 \times 10^{-4} \lesssim v_m/v_0 \lesssim 1$ where the characteristic velocity $v_0 \simeq 140 \mu m/s^{-1}$ has been estimated in Sec. II A 3. In particular, it includes the specific experiment used to investigate the local avalanche statistics that corresponds to $v_m \simeq 1 \times 10^{-2} v_0$ [24] and that we will use in the following.

### III. STATISTICAL CHARACTERIZATION OF THE CRACK EVOLUTION

In this section, we compare the statistical properties of the crack front predicted by the depinning model with the experimental observations. We first study the geometrical properties of the crack front through the scaling properties of its roughness. Then, we move to the dynamical properties and investigate the correlations between local front velocities, the size distribution of local avalanches and finally the crack speed distribution.

#### A. Height correlations

Spatial variations of the local resistance result in geometrical perturbations of the crack front that we study here. The computed crack evolution provides the dimensionless front fluctuations $\delta f(u,\tau) = f(u,\tau) - v_m/v_0 \tau$ with respect to the mean drift, and hence the physical fluctuations $\delta c(z,t) = f(z,t) - v_m t$, from which we compute the auto-correlation functions

$$\Delta c/(\delta c/\xi) \propto \delta z^\zeta$$

with exponents $\zeta = 0.38 \pm 0.02$ and $\beta = 0.45 \pm 0.05$. This result is consistent with the theoretical and numerical predictions for an elastic line with long-range elasticity driven in a disordered medium both for the roughness exponent $\zeta^{th} \approx 0.388$ [18, 54–57] and the so-called growth exponent $\beta^{th} \approx 0.495$ [49, 54, 55]. The value of the roughness exponent is also consistent with the experimental value $\zeta^{exp} \approx 0.35 \pm 0.05$ measured at large scales from images of the crack front as it propagates between the two Plexiglas plates [21].

These correlations are investigated in Fig. 2 along the crack front and the propagation direction. We observe power law behaviors

$$\Delta f(\delta z) \propto \delta z^\zeta$$

$$\Delta f(\delta x) \propto \delta x^\beta$$

with exponents $\zeta = 0.38 \pm 0.02$ and $\beta = 0.45 \pm 0.05$.


TABLE I: Numerical parameters and loading conditions used for each simulation: imposed driving velocity $v_m$ normalized by the characteristic velocity introduced in Sec. II A 3, time step $\Delta \tau$ between two successive recorded front positions, average distance $\Delta x$ crossed during the time step $\Delta \tau$, total number $N_t$ of recorded profiles and distance $L_x$ crossed during the whole simulation expressed in heterogeneity size $\xi$. For all the simulations, the structural length $L = 1000 \xi$ and the disorder strength $\sigma = 1$ are kept the same.

<table>
<thead>
<tr>
<th>$v_m/v_0$</th>
<th>$\Delta \tau$</th>
<th>$\Delta x/\xi$</th>
<th>$N_t$</th>
<th>$L_x/\xi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5.0 \times 10^{-4}$</td>
<td>$1.0 \times 10^{-2}$</td>
<td>$5 \times 10^{-3}$</td>
<td>20 000</td>
<td>100</td>
</tr>
<tr>
<td>$2.5 \times 10^{-3}$</td>
<td>$3.2 \times 10^{-3}$</td>
<td>$8 \times 10^{-3}$</td>
<td>10 000</td>
<td>80</td>
</tr>
<tr>
<td>$5.0 \times 10^{-3}$</td>
<td>$1.6 \times 10^{-3}$</td>
<td>$8 \times 10^{-3}$</td>
<td>10 000</td>
<td>80</td>
</tr>
<tr>
<td>$2.5 \times 10^{-2}$</td>
<td>$3.2 \times 10^{-4}$</td>
<td>$8 \times 10^{-3}$</td>
<td>10 000</td>
<td>80</td>
</tr>
</tbody>
</table>

FIG. 2: Correlation functions of the geometrical perturbations of the crack front for the driving velocity $v_m = 5.0 \times 10^{-3} v_0$. We observe a self-affine behavior both along the crack front direction (inset) and the propagation direction (main panel) with exponents $\zeta \simeq 0.38 \pm 0.02$ and $\beta \simeq 0.45 \pm 0.05$, respectively.
B. Velocity correlations

In the strong pinning regime, the motion of the crack is characterized by an alternation of stick periods during which the front is at rest with slip periods called avalanches corresponding to the rapid advance of some regions of the front [4, 9, 31]. The spatial structure of a typical avalanche as obtained in the crack growth simulation of Laursen et al. [31] is shown in Fig. 3. A striking feature is that the region crossed by the crack during an avalanche is not compact, but instead composed of several clusters. This complex morphology results from the long-range elasticity of the crack line described by the integral term in the expression (1) of the elastic energy release rate: an advance of the crack somewhere along the front results in a redistribution of the driving force in an extended region. This may trigger the detachment of some parts of the crack line that are not in the close vicinity of the initiation zone of the avalanche.

![Spatial structure of a typical avalanche](image)

**FIG. 3:** Spatial structure of a typical avalanche as observed during the simulation of the propagation of a crack in a disordered material for a vanishing front velocity $v_m \to 0$ (Courtesy of Laursen et al. [31]). $\xi_{\text{av}}$ and $\ell$ represent the lateral size along $z$ of the avalanche and its largest cluster, respectively. Their corresponding depth along the propagation direction are noted $\xi_{\text{av},x}$ and $\xi_x$.

The correlations between the local crack speed at different times may provide insights on this process, as we expect velocities corresponding to the same avalanche to be correlated. As a result, we seek in this paragraph to characterize the temporal correlation of the velocity fluctuations defined as $\delta v_{\text{front}}(z,t) = v_{\text{front}}(z,t) - v_m$ that we compare subsequently with the experimental observations. Our approach consists in exploring how the velocity fluctuation at time $t$ correlates with the velocity fluctuation at time $t + \delta t$ for a fixed position $z$ along the front. The correlation function

$$ C(\delta t) = \frac{\langle \delta v_{\text{front}}(z,t) \times \delta v_{\text{front}}(z,t + \delta t) \rangle_{z,t}}{\langle \delta v_{\text{front}}(z,t)^2 \rangle_{z,t}}. $$

is thus computed for the four velocities $v_m$ investigated and represented in Fig. 4. They all show an exponential decay with a characteristic time $\delta t^*$ that decrease with $v_m$, as shown in inset. We observe in fact that $\delta t^*$ is inversely proportional to $v_m$, and hence

$$ C(\delta t) \simeq e^{-\delta t/\delta t^*} \quad \text{with} \quad \delta t^* \simeq \frac{l_0}{v_m} $$

where $l_0 \approx 0.2\xi$. This behavior is in excellent agreement with the experimental observations of Ref. [24] where a similar variation of the velocity correlation function with $l_0 \approx 0.1 \times \xi$ were reported.

How to interpret this remarkable property? As reminded in Sec. II A 4, the driving velocity controls the distance to the critical point in the depinning transition. Therefore, as $v_m$ decreases, the size and duration of the largest avalanches increase, and in particular their depth $\xi_{\text{av},x}$. To relate $\xi_{\text{av},x}$ to $v_m$, we predict first the scaling of the avalanche lateral extent $\xi_{\text{av}} \sim (G^\text{exp} - G^\text{ext})^{-\nu}$ using the definition of the velocity exponent $\theta$ reminded in Sec. II A 4 and the correlation length exponent $\nu$ that describes the divergence $\xi_{\text{av}} = (G^\text{exp} - G^\text{ext})^{-\nu}$ of the avalanche size close to the depinning threshold. The avalanche depth $\xi_{\text{av},x} \sim \xi_{\text{av}} \sim v_m^{-\nu/\theta}$ then follows using the roughness exponent $\zeta$ that characterizes not only the crack roughness (see Sec. III A), but also the aspect ratio of avalanches [58]. We can then determine the time $\delta t^* = \xi_{\text{av},x}/v_0 \sim v_m^{-\nu/\theta}$ required to the front to cross the largest cluster that corresponds to the correlation time of the velocity fluctuations. The predicted exponent takes the simplified form $\nu/\theta = \beta/(1 - \beta)$ after using the scaling relation $\theta = \nu(z - \zeta)$ [60] that involves the dynamic exponent $z = \zeta/\beta$. It takes a value $\beta^{\text{th}}/(1 - \beta^{\text{th}}) \approx 0.98 \pm 0.02$ close to unity using the numerically determined value of the growth exponent $\beta^{\text{th}} \approx 0.495 \pm 0.005$ [49].

Two important assumptions have been made here. First, the depth of the largest cluster has been approximated by the depth of the total avalanche. According to the numerical observation of Fig. 3, this looks like a fair assumption that relies on the anisotropic spatial structure of the avalanches that extend along the front direction rather than along the propagation direction. Second, we have assumed that the velocity during the propagation of the crack over one cluster is set by the velocity $v_0$, as observed during the depinning from a single obstacle [43]. This must not be confused with the typical crack velocity $\xi_{\text{av},x}/\xi^\text{x} \sim v_m$ during the whole avalanche that scales linearly with the average speed.

This last observation has an interesting consequence, as the macroscopic distance crossed by the crack over the characteristic time scale $\delta t^*$ follows $\delta x^* = v_m \delta t^* \simeq l_0$ that is very small compared to the heterogeneity size $\xi$ (see Eq. (11)). This implies that the local front velocities along the propagation direction are essentially uncorrelated if one investigate two successive positions separated of at least $\delta x^* \simeq l_0 \ll \xi$. As noticed by Tallakstad et al. [24], this implies that the height fluctuations of the front along the propagation direction follow a random walk with exponent $\beta = 1/2$. This provides a simple interpretation of the numerically determined value of the growth exponent $\beta \approx 0.495 \pm 0.005$ [49]. Note that this property is specific to long-range elasticity, as short range depinning models exhibit a divergence of the characteristic distance $\delta x^*$ in the limit of small driving velocity, and
so non-trivial values of the growth exponent $\beta \neq 1/2$.

This procedure reveals both pinning and depinning clusters. Typical thresholded velocity matrices corresponding to $v_m = 5 \times 10^{-4} v_\theta$ are represented in Fig. 5 in both regimes. The white regions, representing about 35% of the total area, correspond to unity while black ones correspond to zero. These maps are all obtained using a threshold value $C = 0.6$ for depinning and $C = 10$ for pinning. Note that both figures correspond to the same fractured area of $40 \xi \times 1000 \xi$ that represents only a portion of the total domain $100 \xi \times 5000 \xi$ actually computed and used for the following post-analysis. These cluster maps look qualitatively similar to the experimental ones shown in Fig. 9 of Ref. [24]. Note however two important differences: The computed maps are about ten times larger than the experiment ones after normalizing the distances by the heterogeneity size $\xi$. Note also that the spatial resolution of the experimental maps is about ten times smaller than $\xi$, while the computed map is resolved until $\xi$. This may explain why the depinning clusters look somehow bigger in the experiments. We now proceed to a quantitative comparison between the experimental and computed cluster maps.

To summarize, the divergence of the characteristic time $\delta t^* \sim 1/v_m$ emerging from the velocity fluctuations in our simulations and in the experiments of Tallakstad et al. [24] is signature that the crack is brought closer to the critical depinning transition as the driving velocity vanishes.

C. Statistics of pinning and depinning clusters

We now go further in the characterization of the avalanche dynamics of the fracture front by exploring the size distribution of the depinning clusters shown in Fig. 3. Inspired by Tallakstad et al. [24], we also study the size distribution of pinning clusters that reflect the pinned configurations of the front during the stick phases.

To study both type of clusters, we apply the procedure proposed by Mályi et al. [30]: We start from the waiting time matrix defined in Sec. IIB that provides the time spent by the crack front on each pixel of the grid. The inversion of each individual element of this matrix gives the so-called velocity matrix $V$ that is then thresholded following the procedure

- depinning regime

$$V^\text{thres}_d = \begin{cases} 1 & \text{if } v_{i,j} \geq C v_m \\ 0 & \text{if } v_{i,j} < C v_m \end{cases}$$

- pinning regime

$$V^\text{thres}_p = \begin{cases} 1 & \text{if } v_{i,j} \leq v_m/C \\ 0 & \text{if } v_{i,j} > v_m/C \end{cases}$$

FIG. 4: Correlations between the velocity fluctuations at time $t$ and at time $t + \delta t$ for a fixed position $z$ along the front, as defined in Eq. (10). It shows an exponential decay over a characteristic time $\delta t^*$ that is represented in inset as a function of the driving velocity $v_m$.

We describe their variations with a power law with an exponential cut-off

$$\begin{align*}
P(S_d) &\sim S_d^{\gamma_d} e^{-S_d/S_d^*} \quad \text{with} \quad S_d^* \sim C^{-\sigma_d} \\
P(S_p) &\sim S_p^{\gamma_p} e^{-S_p/S_p^*} \quad \text{with} \quad S_p^* \sim C^{-\sigma_p}.
\end{align*}$$

(12)

in both regimes and determine the values of the exponents $\gamma$ and $\sigma$ by optimizing the collapse of distributions with different $C$ values on a same master curve. This procedure gives the exponents $\gamma_d = 1.55 \pm 0.05$ for the depinning clusters and $\gamma_p = 1.65 \pm 0.10$ for the pinning clusters. The behavior of Eq. (12) and the value of these exponents are compatible with the experiments where $\gamma_d^{\exp} \simeq \gamma_p^{\exp} \simeq 1.56 \pm 0.04$ were measured [24]. It is also consistent with the results of Laurson et al. [31] who measured $\gamma_d = 1.53 \pm 0.05$ through an independent numerical approach. Finally, it is compatible with the theoretical prediction $\gamma_d^{\text{th}} \simeq 1.56$ obtained from the scaling relation
\[ \gamma_{\text{th}} = 2\tau - 1 \] using the global avalanche exponent \( \tau = 2 - 1/(1-C) \approx 1.28 \) [35, 61].

Interestingly, the exponents \( \sigma_d = 3.8 \pm 0.2 \) and \( \sigma_p = 1.3 \pm 0.1 \) predicted by our simulations that characterize the variations of the cut-off sizes \( S_0^d \) and \( S_0^p \) with the threshold \( C \) do not match the experimental values \( \sigma_d = 1.77 \pm 0.16 \) and \( \sigma_p^{\text{exp}} = 2.81 \pm 0.23 \).

To confirm this discrepancy, we propose to determine the predicted values of \( \sigma_d \) and \( \sigma_p \) through an independent method that will also shed light on their physical significance. We follow the idea of [24], and compute in Fig. 7 the number of depinning and pinning clusters as a function of the threshold \( C \). They show the following behaviors
\[
\begin{align*}
N_d &\sim C^{\lambda_d} \text{ with } \lambda_d \approx 1.7 \pm 0.2 \\
N_p &\sim C^{\lambda_p} \sim N_0 \text{ with } \lambda_p \approx 0.
\end{align*}
\]

We compute then the total area covered by the depinning and pinning clusters as a function of the threshold \( C \). As shown in Fig. 8, they vary as
\[
\begin{align*}
A_d &\sim -\log(C) \\
A_p &\sim C^{-\sigma_p} \text{ with } \sigma_p = 0.42 \pm 0.03.
\end{align*}
\]

The logarithmic variations of \( A_d \) with \( C \) indicates an exponent value \( \lambda_d = 0 \) if one seeks to characterize the scaling relation \( A_d \sim C^{-\lambda_d} \). The ratio of the area covered by the clusters over their total number gives the average cluster size

\[
(S_d) = N_d/A_d \quad \text{and} \quad (S_p) = N_p/A_p.
\]

The latter can be related to the threshold \( C \) from the integrals \( (S_d) = \int_0^\infty S_d P(S_d) dS_d \) and \( (S_p) = \int_0^\infty S_p P(S_p) dS_p \) of the cluster size distributions of Eq. (12). This gives the following scaling relations
\[
\begin{align*}
(S_d) &= (S_d^*)^{2-\gamma_d} \sim C^{-\sigma_d(2-\gamma_d)} \\
(S_p) &= (S_p^*)^{2-\gamma_p} \sim C^{-\sigma_p(2-\gamma_p)}.
\end{align*}
\]

We can now introduce the scaling laws (13), (14) and (16) in Eq. (15) to relate these exponents together through
\[
\begin{align*}
\kappa_d &= \sigma_d(2-\gamma_d) - \chi_d \\
\kappa_p &= \sigma_p(2-\gamma_p) - \chi_p.
\end{align*}
\]

These expressions simplify to
\[
\begin{align*}
\sigma_d &= \chi_d/(2-\gamma_d) \\
\sigma_p &= \kappa_p/(2-\gamma_p)
\end{align*}
\]

after taking into account that both \( \kappa_d \) and \( \chi_p \) are equal to zero. These last relations provide independent estimates of the exponents \( \sigma_d \approx 3.8 \) and \( \sigma_p \approx 1.2 \) that are in good agreement with their estimation made in Fig. 6 from the collapse of the cluster size distributions computed at different threshold values. And at the same time, it confirms the gap between the numerically determined and experimentally measured value of both exponents.

Before getting to the origin of this discrepancy, we provide some insights on the physical meaning of the exponent \( \sigma_d \) and a possible interpretation of its value as measured in our simulations. Consider the size \( S_{av}^d \) of the largest avalanches as we drive the crack at finite but small velocity \( v_m \). It follows \( S_{av}^d \sim \xi^{1+\zeta} \) where \( \xi \) is the correlation length along the crack line. Since the correlation length diverges as \( \zeta \sim v_m^{-\nu/\theta} \) when the driving velocity vanishes, the typical size of the largest avalanches diverges too, following the scaling behavior \( S_{av}^d \sim v_m^{\sigma_d^{\nu/\theta}} \sim v_m^{\sigma_d^{(1+\zeta)\nu/\theta}} \). From the relations between critical exponents already used in Sec. III B, one obtains \( \sigma_d^{\nu/\theta} = (1/\zeta + 1)/(1/\beta - 1) \) that simplifies to \( \sigma_d^{\nu/\theta} = 1 + 1/\zeta \approx 3.58 \pm 0.02 \) after using \( \beta = 1/2 \) determined previously and the value of the roughness exponent \( \zeta \approx 0.388 \) [57]. This value is surprisingly close of the exponent \( \sigma_d \approx 3.8 \) that characterizes the variations of cut-off cluster size when the velocity matrix is thresholded at different levels \( C v_m \).

![Fig. 5: Representation of the threshold velocity matrices \( V_d^{\text{thres}} \) and \( V_p^{\text{thres}} \). For the depinning case, relatively large areas represented in white correspond to rapid advances of the front, while for the pinning case, the rather thin lines corresponds to front position at arrest for some time.](image-url)
This observation calls for the following comment: in our analysis, we considered a fixed velocity $v_m$ of the front, and characterized the distribution of depinning clusters defined from the regions where the local velocity was larger than $v_{\text{thres}} = C v_m$. We observed that the smaller the threshold, the larger the size of the depinning clusters, and we could evidence the following scaling $S_d^* \sim v_{\text{thres}}^{-\gamma_d}$. We believe that this procedure reveals the depinning clusters as they would be observed if the driving velocity was actually equal to $v_{\text{thres}}$. From this postulate, $\sigma_d$ and $\sigma_d^m$ are then the very same exponent as they both characterize the divergence of the size of the largest depinning cluster or avalanche when the driving velocity goes to zero. Note that we need to assume here that the largest avalanche size $S_d^*$ is proportional to the largest cluster size $S_d$. This was indeed observed by Laurson et al. [31] who found $S_d \sim S^m_d$ for the largest events.

Overall, our result suggests an interesting method for the analysis of depinning transition: scaling relations depicting the divergence of quantities of interest with the distance to the critical point can be determined without performing several experiments or simulations at different driving velocities. Indeed, they can be achieved from a single study performed at some fixed velocity $v_m$ through the thresholding of the obtained velocity field at different levels $v_{\text{thres}} = C v_m$ and the scaling behavior in terms of $v_{\text{thres}}$.

**D. Distribution of crack velocities**

We now move to the study of the distribution $p(v)$ of local crack speeds. We consider the velocity values stored in the velocity matrix $V$ and compute their probability density function that is shown in Fig. 9. It shows two
scaling regimes

\[
\begin{align*}
\text{Pinning regime} & : v \lesssim v_m \Rightarrow p(v) \sim v^{-\eta_p} \text{ with } \eta_p = 2.0 \pm 0.1 \\
\text{Depinning regime} & : v \gtrsim v_m \Rightarrow p(v) \sim v^{-\eta_d} \text{ with } \eta_d = 1.6 \pm 0.1.
\end{align*}
\]

(19)

Large velocities \( v > v_m \) correspond to the depinning domains while lower speeds \( v < v_m \) correspond to the pinned regions. To confirm the value of these exponents, we follow Tallakstad et al. \[24\] and relate \( p(v) \) with the area covered by the clusters using \( A_d = \int_{v_m/C}^{v_{\text{max}}} p(v) dv \sim C^{-\eta_d} \) (see Eqs. (14)). This gives

\[
\begin{align*}
\eta_d & = 2 + \kappa_d = 2 \\
\eta_p & = 2 - \kappa_p \approx 1.58 \pm 0.03
\end{align*}
\]

(20)

that are well satisfied using the values of \( \kappa_d = 0 \) and \( \kappa_p \approx 0.42 \) determined in Fig. 8.

How does the velocity distribution predicted by the depinning model compare to the experimental one? For the analysis of their experimental data, Måloy et al. \[7\] considered the velocity \( v_{\text{front}}(z,t) \) along the front that they inferred from the values of the velocity matrix using the procedure described in \[7\]. Sampling over different times \( t \) and locations \( z \), they obtained the velocity distribution \( P(v_{\text{front}}) \) that relates to the distribution computed directly from the velocity matrix through the relation \( p(v) = P(v)/v_{\text{vm}} \) \[24\]. The depinning regime \( v_{\text{front}} > v_m \) was shown to display a remarkably robust behavior \( P(v_{\text{front}}) \sim v_{\text{front}}^{-\eta_d}\text{exp} \) that corresponds to \( p(v) \sim v^{-\eta_d\text{exp} - 1} \) with an exponent \( \eta_d\text{exp} = 2.55 \pm 0.15 \) that differs significantly from our theoretical prediction \( \eta_d = 2 \).

We would like now to show that the abnormally large exponent \( \eta_d\text{exp} > 2 \) observed in the experiments is actually related to the other disagreement between theory and experiments reported in this study that concerns the exponential cut-off \( S_m^\eta \sim C^{-\sigma_d} \) of the cluster size distribution (see Sec. III C). Using the scaling relations (17) and (20) together gives

\[ \eta_d = 2 + \sigma_d(2 - \gamma_d) - \chi_d \] (21)

that relates the velocity distribution through \( \eta_d \) with the cluster size distribution through \( \sigma_d \) and \( \gamma_d \). This relation is verified both for experiments and in our simulations, however with different exponent values. With the exception of the size distribution exponent \( \sigma_d \simeq \sigma_d\text{exp} \simeq 1.55 \), the other exponents show significant differences as summarized in Table II. We believe that the mismatch between these exponents results from the basic crack growth mechanism assumed in our model that is different from the one involved in the experiments.

IV. DISCUSSION

How to interpret the discrepancy between theory and experiment? We focus on the velocity distribution, and propose first a physical interpretation of the scaling \( p(v) \sim v^{-\eta_d} \) with \( \eta_d = 2 \) observed in the simulations.

We will see later that it sheds light on the abnormally large exponent \( \eta_d\text{exp} \simeq 2.55 \) observed experimentally. We start from a simple situation and consider the evolution of a crack as it recovers a straight configuration after depinning from a single obstacle. As we are interested by the front evolution after having passed the obstacle, one can consider a homogeneous medium and so achieve an exact solution \[43\]. The front geometry prior depinning follows

\[
c(z, t < 0) = C d \frac{d}{\pi} \left[ \left(1 + \frac{z}{d}\right) \ln \left|1 + \frac{z}{d}\right| + \left(1 - \frac{z}{d}\right) \ln \left|1 - \frac{z}{d}\right| \right]
\]

(22)

that corresponds to the equilibrium configuration of a crack trapped by an isolated obstacle of width \( 2d \) and strength \( C = (G_c^0 - G_c)/G_c \) where \( G_c^0 \gg G_c \) is the toughness of the obstacle \[62, 63\]. Using Eq. (22) as initial condition, the resolution of the evolution equation (6) with a homogeneous toughness field \( \eta_c = 0 \) gives the velocity field \[43\]

\[
\frac{\partial c}{\partial t} = Cv_0 \left[ 1 - \frac{1}{\pi} \left( \arctan \left( \frac{v_0 t}{d + z} \right) + \arctan \left( \frac{v_0 t}{d - z} \right) \right) \right]
\]

(23)

valid for small obstacles \( d \ll L \) compared to the structural length \( L \). Interestingly, it provides a simple interpretation of \( v_0 \) as the velocity \( \frac{\partial c}{\partial t} \bigg|_{z=0} = Cv_0 \) at the onset of depinning. After a short transient \( t \gg d/v_0 \), Eq. (23) predicts a relaxation \( \frac{\partial c}{\partial t} \sim 1/t \) that goes as the inverse of time. One deduces from it the scaling of the velocity...
distribution $p(v) \sim 1/v^2$ during one avalanche resulting from the depinning of the front from a single obstacle. Depinning clusters observed during the evolution of the crack through disordered interfaces result from the depinning from several obstacles. However, our simulations show that the scaling of the velocity distribution remains unaffected and also follows $P(v) \sim 1/v^2$, irrespective of the cluster size and the number of obstacles involved in the depinning process (see Fig. 9). This provides interpretation for the statistics $P(v) \sim 1/v^2$ observed in our simulations in the depinning regime: It reflects the front relaxation between two pinned configurations.

This observation raises the question of the origin of the abnormally large exponent $\eta_d \simeq 2.5$ characterizing the depinning regime in the experiments. Insightful observations could be recently made using a discrete model of fracture that goes beyond brittle fracture and the assumptions made in our model. Gjerden et al. [53] investigated the propagation of a crack at a weak disordered interface between two elastic blocks connected by an array of parallel brittle fibers. When the force applied to one of the fiber exceeds its failure threshold, the fiber breaks and tensile forces are redistributed through the intact region of the interface assuming that blocks behave elastically. This redistribution mechanism produces cascades of failure events, qualitatively similar to the avalanche dynamics described in this study. For a weakly disordered interface, the simulation even recovers quantitatively the predictions of the depinning models and in particular the value of the roughness exponent $\zeta \simeq 0.4$ and the velocity distribution exponent $\eta_d \simeq 2.0$ [53, 64]. But a more interesting regime takes place for strongly disordered interfaces. Indeed, the front dynamics is not governed anymore by the competition between the elasticity of the crack line and the disorder, but instead by the coalescence of the regions of broken fibers located ahead of the crack with the advancing crack itself. This transition from a brittle mechanism of crack growth to a quasi-brittle one reflects on the scaling of the velocity distribution that follows $P(v) \sim v^{-\eta_d}$ with $\eta_d \simeq 2.5$ [64, 65]. This good agreement with the experimental observations suggests that crack growth between Plexiglas plates in [7]'s experiments is governed at small scales by the process of damage coalescence schematized in Fig. 10.

The existence of two distinct scaling regimes with exponent $\eta_d \simeq 2.0$ for brittle failure and $\eta_d \simeq 2.5$ for quasi-brittle crack growth invites to discuss other experimental observations like the one of Barès et al. [66]. They investigated the fluctuations of the macroscopic crack speed $\langle v(t) \rangle = \langle v(z, t) \rangle_z$, measured at the scale of the specimen, and also observed a scaling behavior $p(v) \sim (v)^{-\eta_p}$ with $\eta_p^{\exp} \simeq 2.5$ in the depinning regime $v > v_m$. As the scaling of the velocity distribution was shown to survive to upsampling [24], it is natural to interpret this behavior in terms of microscopic failure mechanism, and conjecture that microcracking does take place at small scales in the sintered materials used in [66]'s experiments.

However, many questions remain open. First, we have mainly focused on the depinning regime, and proposed an interpretation for the scaling behavior of the velocity distribution in terms of local crack growth mechanism. What about the pinning regime? The observation of a scaling behavior with an exponent $\eta_p^{\exp} \simeq 1.4$ in [66]'s experiment, close to the theoretical prediction $\eta_p \simeq 1.6$ derived here in Fig. 9 is indication that the depinning model might be relevant for brittle, but also for quasi-brittle crack growth. However, it does not capture the value of the exponent $\sigma_p$ that describes the variations of the largest pinning clusters with the threshold velocity (see Sec. III C). Second, the geometry of the clusters and in particular their aspect ratio that displays a scaling behavior $\ell_x \sim \ell^{H_{\exp}}$ with an abnormally large exponent $H_{\exp} \simeq 0.6 > \zeta$ [24] remains still unexplained. These points should certainly deserve further investigations.

<table>
<thead>
<tr>
<th>Depinning</th>
<th>$\gamma_d$</th>
<th>$\sigma_d$</th>
<th>$\chi_d$</th>
<th>$\kappa_d$</th>
<th>$\eta_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sim.</td>
<td>1.55 ± 0.05</td>
<td>3.8 ± 0.2</td>
<td>1.7 ± 0.2</td>
<td>0</td>
<td>2.0 ± 0.1</td>
</tr>
<tr>
<td>Exp.</td>
<td>1.56 ± 0.04</td>
<td>1.77 ± 0.16</td>
<td>0.28</td>
<td>0.5</td>
<td>2.55 ± 0.15</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pinning</th>
<th>$\gamma_p$</th>
<th>$\sigma_p$</th>
<th>$\chi_p$</th>
<th>$\kappa_p$</th>
<th>$\eta_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sim.</td>
<td>1.65 ± 0.10</td>
<td>1.3 ± 0.1</td>
<td>0</td>
<td>0.42 ± 0.03</td>
<td>1.60 ± 0.05</td>
</tr>
<tr>
<td>Exp.</td>
<td>1.56 ± 0.04</td>
<td>2.81 ± 0.23</td>
<td>$\sigma$</td>
<td>$\sigma$</td>
<td>$\sigma$</td>
</tr>
</tbody>
</table>

TABLE II: Critical exponents measured numerically in both the depinning and pinning regime, and their comparison with the experimental values of Refs. [4, 24].
To conclude, we showed that the model of brittle fracture proposed in this study that builds on the concept of depinning transition can be used as an efficient tool to predict crack evolution in disordered materials. Its success is conditioned to the implementation of two system specific characteristics, namely (i) the actual fracture properties of the material through the characteristic velocity $v_0$ and (ii) the specimen geometry through the structural length $L$. However, the few but significant mismatches with some experimental observations suggest that an ingredient might be missing in the theoretical approach proposed in this work. We proposed that it relates to the mechanism of damage coalescence that takes place at small scales within the process zone in some materials. Back and forth between experiment and theory will certainly help to better characterize this mechanism and ultimately integrate it into the crack evolution equation proposed in this study.
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